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ABSTRACT 
Within an Air Operations Center (AOC), planners make 
crucial decisions to create the air plan for any given day. 
They are expected to complete the plan in part by pairing 
targeting or collection tasks with the available platforms. 
Any assistance these planners can acquire to help create the 
plan in a timely manner would make the entire process 
more efficient and effective. This paper describes the 
Intelligent Pairing Assistant (IPA) prototype, which would 
provide pairing recommendations at specific decision 
points in the planning process. IPA is designed as a plug-in 
for software systems already in use within AOCs. The 
primary contribution described in this paper is the 
application of existing research in intelligent user interfaces 
to a novel domain. 
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INTRODUCTION 
The role of an Air Operation Center (AOC) in the United 
States Air Force is to provide command and control of air 
operations. Simply put, the AOC receives a high-level 
description of tasks and effects and generates a plan of how 
to best execute them. Within an AOC, planners make 
crucial decisions to create the overall air plan for any given 
day. They are expected to complete the plan in a limited 
amount of time, in part by pairing collection or targeting 
tasks with the available platforms and weapons. Any 
assistance these planners, especially the less experienced 
ones, can obtain to help create the air plan in a timely 
manner would make the entire process more effective. 

One major challenge is in orchestrating the target list; 
designing packages to strike more than one target at a time 
makes efficient use of resources and improves 
survivability. Making the best use of available resources 
presents another challenge. For instance, rather than 
assigning a unmanned aerial vehicle to a collection task, it 
may be more expedient to further task a manned aircraft 

that is already operating in the area. Hurried human 
planners often overlook opportunities to take advantage of 
relationships between tasks.  

The idea behind the Intelligent Pairing Assistant (IPA) is to 
help AOC planners make more efficient and effective use 
of resources. One existing system allows planners to use a 
“wizard” system to walk through the planning process. This 
system helps focus the user on particular parts of the user 
interface for different planning decisions. However, there is 
still a wide array of possibilities within each wizard page. 
The prototype framework illustrates how data already 
contained in the existing planning system would be used to 
make recommendations to planners in the context of a 
particular wizard page. That is, IPA provides an intelligent 
user interface that highlights preferred decisions and certain 
types of optimizations in order to assist planners in making 
efficient and effective decisions. Given the potential 
consequences of these decisions, attempting to foster trust 
in the recommendations is an important part of the 
interface. The prototype framework also illustrates how 
planners can enter annotations to specific items on the 
target and collection lists. This allows planners to associate 
information not already available electronically with a task, 
which can be used to help refine the recommendations 
supplied by the pairing assistant. 

The remainder of the introduction is devoted to describing 
related work. In the next section we identify requirements 
for IPA. Following this are descriptions of the interface and 
implementation of the IPA prototype. Next is a section on 
the annotation interface. The conclusion summarizes this 
paper and outlines directions for future work. 

Related Work 
The work described in this paper relies heavily on existing 
research. This includes representing expert knowledge [e.g. 
4], interactive/adaptive recommendation systems [1, 3, 6, 
10], and especially research in the area of building trust in 
recommendation systems [2, 5, 7, 8, 9, 11, 12]. The 
primary contribution described in this paper is the 
application of prior research in these areas to a novel 
domain. 

RECOMMENDATION REQUIREMENTS 
As stated previously, one of the challenges facing IPA is to 
build trust within the AOC planning community. Several of 
the system-level requirements stem directly from attempts 
to address this challenge. First, the model used to make 
recommendations needs to be in a human-readable format 
and small enough that a human could understand it [8]. 
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This requirement was used as a guideline throughout the 
prototype with an emphasis on maintaining simplicity. 
Second, an explanation facility needs to be incorporated 
into the user interface so planners understand why 
recommendations were made [2, 5, 7, 8, 9, 11, 12]. Third, 
the interface should be responsive to the planner and adjust 
recommendations based on implicit and explicit feedback 
[10]. Fourth, the user should have the chance to verify any 
decisions made as a result of recommendations [7]. 

The design of the user interface should also take into 
account existing guidelines for recommendation systems 
[6]. These guidelines include limiting the number of 
recommendations, which ensures that they are relevant to 
the decision being made, and that at least some of the 
recommendations are “good”. Based on these guidelines, 
we developed two additional requirements for the 
recommendation table: fifth, the recommendations need to 
be limited in number, and sixth, recommendations with 
little utility should not be shown at all.  

USER INTERFACE FOR RECOMMENDATIONS 
The IPA prototype illustrates how IPA would function as a 
plug-in to an existing wizard-based planning toolkit. The 
wizard walks users through the planning process via a 
number of customized screens that expose only the relevant 
portion of the tool to the planner as they go about fulfilling 
planning requests. Generally, IPA is an unobtrusive toolbar 
that resides on the bottom of the screen. When 
recommendations are available on the current wizard page, 
the user can bring up a panel that displays the 
recommendation interface.  

The recommendation interface is based on a common table 
that displays recommendations created by IPA in a similar 
format across recommendation types for different decision 
points. An example table is shown in Figure 1. The 
beginning and ending columns are always the same, with 
the intervening columns specific to the particular decision 
being made. The remainder of this section includes details 
on the recommendation table and on providing 
explanations and making user of user feedback. 

The first column contains the accept/reject buttons. If 
accept was clicked, the existing AOC software would be 
expected to be updated with the actions associated with the 
selected recommendation, the text color turn green, and the 
buttons become grayed out, as shown in the first row. At 

this point, the planner could look at the proposed decisions 
in the existing AOC to verify the result. If reject were 
clicked, the recommendation would be removed from the 
table and the user given a chance to explain the rejection by 
selecting one of a number of available options from a list. 
Accepting/rejecting will adjust future recommendations 
even if no explicit feedback is given, by adjusting the 
relative ranking given to the recommendations. Explicit 
rejection will be used to manually improve the model  

The second to last column is the relative ranking of the 
recommendations. This is presented to the user as a value 
of 1 (best), 2, or 3 (worst) in order to maintain similarity to 
existing priority ranking within AOCs. Note that while 
relative rank is always seen as 1, 2, or 3, recommendations 
are sorted based on the actual rank. Therefore, a 
recommendation with rank of 1.25 would appear before 
one with 1.33, even though they both appear to have a rank 
of “1” to the planner. Recommendations with a rank > 3 
(significant negative feedback) would not be displayed in 
the table at all, and those with a rank < 1 (positive 
feedback) would be shown as having a 1. 

The last column is the explanation for the recommendation. 
This is an English description of the rule or rules that fired 
to create the recommendation. The point of the explanation 
column is to allow the user to quickly scan the rationale 
behind each of the recommendations. The explanation 
column also includes popups that allow the user to quickly 
display the complete explanation when it is too large for the 
table area. Currently, the form of popup interaction is click 
to show, click to release, though other options would be 
investigated as part of future work. Ideally, most of the 
time, the planner should be able to see all of the 
recommendations and all of the explanations 
simultaneously. Based on the length of actual explanations 
in a deployed system, and the expected number of 
recommendations, we may adjust row height, column 
width, etc. to minimize the situations in which popups are 
needed. 

DEVELOPING RECOMMENDATIONS 
This section describes our investigation into the technology 
responsible for creating and ordering recommendations. 
Two particular areas were investigated. The first is 
knowledge representation – how to represent the state of 
the world and subject matter expertise in making pairing 

Figure 1. IPA recommendation table. The columns headers in this recommendation example are: Status, Request ID, Target 
Priority, Resource, Relative Ranking, and Explanation. 
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decisions. The second is developing the feedback 
algorithm, which empowers individual planners by 
allowing them to alter the shape of future 
recommendations.  

Knowledge Representation 
The reasoning engine is the system that is responsible for 
creating recommendations by applying a model of expert 
knowledge to a data model that contains all of the required 
details of the current planning problem (collection list, 
resources, weather, etc.). For this project, we decided to use 
the representation of production (IF-THEN) rules to meet 
the project requirements: 
• Sufficiently powerful to represent decision policies, 

while still allowing for efficient inference. 
• Can be used to provide clear explanations to the user 

about the rationale behind decision-making. 
• Can be verified by subject matter experts prior to 

deployment. This is especially true in the case of IPA, 
where the problem is divided into a number of non-
interacting rule-bases for specific decision points, and 
each individual rule-base will contain a relatively small 
number of rules. 

• Can be created manually (working with subject matter 
experts) or be learned (from compiled knowledge). 
 

As part of the prototype research effort, we modeled a 
small portion of the rules developed by subject matter 
experts using the commercial off-the-shelf Jess rule-based 
reasoning engine (http://www.jessrules.com). The main 
aspects of the prototype are: a simple data model created in 
Java, rules created in Jess, running the Jess engine to 
generate recommendations, and finally, gathering 
recommendations and supplying them to the user interface. 
Each recommendation also includes a simple explanation 
that is constructed by the rules that create the 
recommendation. 

Influencing Recommendations based on User Feedback 
In the user interface, the planner will have three options 
with a provided recommendation: ignore, accept, and 
reject. Each of these options provides feedback that will be 
used to adjust the ranking of recommendations, which will 
in turn affect the ordering and visibility of 
recommendations in the user interface. Additionally, one of 
the requirements is that the planner needs to see that their 
feedback is being used quickly and correctly, in order to 
help build trust in the recommendations made by IPA. The 
rank-updating algorithm is designed to respond quickly to 
feedback, with a goal that the recommendations from a rule 
should stop being displayed after only three rejections 
(three strikes and it is out).  

Ranking of recommendations is performed by associating 
weights with the rules that are used to create the 
recommendations. If only one rule creates a 
recommendation, then its relative rank is equal to the 
weight of the rule. In cases where more than one rule is 
responsible for a recommendation, the recommendations 

relative rank is determined by averaging the weights of the 
associated rules.  

The approach we took to learning how to adjust the weights 
associated with rules based on the user’s feedback falls into 
the category of reinforcement learning problems [13]. The 
proposed algorithm for rule weight update is V(a) = V(a) + 
r, where V(a) is the value associated with a particular rule, 
a, and r is the positive or negative feedback given by the 
user based on the reward function. The initial V(a) is 1, the 
minimum -3 (performing well), and the maximum 5 
(performing poorly) This algorithm is designed to be easy 
to understand relative to the 1-2-3 ranking already used in 
AOCs, maintain responsiveness to user feedback and 
support the desired three strikes functionality. 

The amount and direction of the reward  r is: 
1. (Accept recommendation.) Set r ← -1 
2. (Reject recommendation without detailed feedback.) 

Set r ← +1 
3. (Reject recommendation with detailed feedback.) Set r 

← +0.75 
4. (Implied rejection.) Set r ← +0.25 
 
Accepting a recommendation improves the ranking of 
associated rules (lower is better) while rejection for no 
reason decrements the ranking by the same amount. If a 
recommendation is rejected for a particular reason, the 
associated rules are decremented by a lesser amount, with 
the idea that they may be generally useful even if they were 
rejected in this particular context. Finally, an implied 
rejection occurs when a recommendation is selected that 
has a worse ranking than another recommendation that was 
not selected. 

ANNOTATION INTERFACE 
A second objective of the prototype was to identify how 
additional information associated with targeting and 
collection tasks, the “why” behind planning decisions, 
could be captured. This is information that is not currently 
available in a computer-friendly format but is required to 
make good decisions. That is, IPA needs to allow the 
planner to quickly encode information they might have 
received verbally, from online chat discussion, or from 
Word / PowerPoint documents so that the pairing assistant 
can provide the best possible recommendations.  

Figure 2 shows the annotation interface implemented in the 
prototype, where the actual annotation names and 
categories have been replaced with placeholders. The 
interface is designed to be quick and easy to use, with a 
small number of annotations (less than 50) divided across a 
set of tabs with familiar names that form distinct categories. 
In most cases, the planner needs only to check the 
appropriate boxes to indicate the annotation. Based on the 
results of our knowledge engineering efforts, this relatively 
simple interface should be able to cover a majority of the 
needs usually associated with a task. Additionally, the 
prototype supports a flexible system that allows planners to 
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suggest new annotations by typing in new annotation 
names. These new annotations would be recorded and 
could be used in future recommendation rules. 

CONCLUSION 
To summarize, this paper presents a prototype of an 
Intelligent Pairing Assistant designed to allow planners in 
Air Operations Centers to complete their jobs more 
efficiently and effectively. We describe the requirements 
that were developed, the underlying technologies and 
algorithms, and the assistive user interface. 

As this work is in a preliminary state, there is significant 
future work starting to get underway on nearly every aspect 
of the system; for example: performing additional 
knowledge engineering, adding more flexible explanation 
capabilities, and meeting the technical challenge of 
integrating the developed system with the actual AOC 
system. Significant research questions and technical 
challenges that were not addressed in the prototype exist in 
each of these areas. 
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Figure 2. Annotation interface. The annotation categories are browsed via tabs (top) while the annotations themselves are selected 
via checkboxes. A summary of the selected annotations is shown along the bottom, even when the annotation pane is not visible. 
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